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Ÿ 모평균 가설검정에 대한 예는 다음과 같다.

1) 어느 과자제품의 겉봉지에 용량이 200g이라 표시되어 있다. 과연 표시된 용량 만큼 과자가 들어있을까?

2) 어느 전구공장에서 새로 개발한 전구가 과거의 것보다 훨씬 전구 수명이 길다 고 선전한다. 과연 이 선전이 믿을만 할까?

3) 금년도 대입 학력고사를 치르고 난 직후 학생들은 영어 성적 평균이 5점정도 작년보다 증가될 것이라고 한다. 이것이 사실인지 어떻게 조사할 수 있나?

Ÿ 가설검정(hypothesis testing)은 표본을 이용하여 미지의 모집단 모수에 대한 두 가지 가설 와 를 놓고 어느 가설을 선택할 것인지 통계적으로 의사결정을 하는 것이다. 여기서 를 귀무가설(null hypothesis), 을 대립가설(alternative hypothesis)이라 부른다.

Ÿ 두 개의 가설 중 하나를 선택하는 기준은 표본통계량이 어느 가설에 확률적으로 가까운가를 표집분포 이론에 근거하여 기준값(critical value) 를 선정한다. 이 기준값보다 작거나 크거나에 따라 한 가설이 선택된다.

Ÿ 이러한 선택방법에 의해 한 가설을 선택하게 되면 반드시 그 결정에는 두 가지 오류의 가능성이 있다. 즉, 가 참일 때  을 채택하는 1종오류(Type I Error) 와 이 참일 때 를 채택하는 2종오류(Type II Error)가 있다. 이들을 표로 요 약하면 다음과 같다.

표 7.1 가설검정의 오류

**실 제 상 황**

 **참**  **참**

**검정결과:**  **채택**  **채택**

**옳은 결정 2종오류 1종오류 옳은 결정**

Ÿ 대개 경우에 귀무가설 는 기존의 알려져 있는 사실로 정하고, 대립가설은 새로 운 사실 또는 현재의 믿음에 변화가 있는 사실을 정한다. 그래서 두 가설 중 하 나를 선택할 때, ‘확실한 근거가 있기 전에는 대립가설(변화된 사실)을 선택하지 않고 귀무가설(현재의 사실)을 받아들인다’는 것이 가설검정의 기본적인 생각이 다. 이러한 가설검정을 보수적 의사결정방법 (conservative decision making)이 라고 한다. 즉 1종오류의 확률(로 표시)을 줄이려는 의사결정 방법이다. 2종오류 의 확률()까지 같이 고려하는 가설검정은 7.4설에서 설명한다.

Ÿ 일반적으로 모평균에 대한 가설검정에서 대립가설의 형태는 크게 다음 세 가지이 다.
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1) H 1 : μ > μ0 2) H 1 : μ < μ0 3) H1 : μ ≠ μ0

1)은 가설 H0 오른쪽에 기각역을 가지므로 우측검정(right-sided test),

2)는 가설 H0 왼쪽에 기각역을 가지므로 좌측검정(left-sided test),

3)은 가설 H0 양편에 기각역을 가지므로 양측검정(two-sided test)이라 부른다.

Ÿ 모표준편차를 알 경우 각각의 형태에 대한 가설의 선택기준은 표 7.2와 같다. 여 기서 α는 유의수준이다.

표 7.2 모평균의 가설검정 - 모표준편차 σ 를 알 경우

| **가설의 종류** | **선택기준** |
| --- | --- |
| 1) H0: μ = μ0 H1: μ > μ0  2) H0: μ = μ0 H1: μ < μ0  3) H0: μ = μ0 H1: μ ≠μ0 | X - μ0  > z α 이면H 0 기각  σ  n  X - μ0  < -z α 이면H0 기각  σ  n      X - μ0  > z α/2 이면H 0 기각  σ      n |

참고: 1)의 경우 H0: μ ≤μ0 로, 2)의 경우 H0: μ ≥μ0로 쓸 수 있다.

Ÿ 선택기준에 사용되는 다음 식

X - μ0

σ

n

를 검정통계량(test statistic)이라고 부른다.

Ÿ 관찰된 표본평균의 값을 기준값으로 하였을 때의 1종오류 확률을 계산하면 채택/ 기각 여부를 알 수 있는데 이를 p-값( p-value)이라 한다. 즉, p-값은 측정된 표 본평균이 모든 가능한 표본평균 중에서 어디에 위치하고 있는지를 알려 준다. 따 라서 p-값이 분석자가 고려하는 유의수준 보다 작으면 표본평균이 기각역에 있 다는 것을 뜻하기 때문에 H0를 기각한다. 대부분의 통계패키지에서는 p-값을 계 산하여 준다.

Ÿ 모표준편차 σ를 모르는 경우 모집단이 정규분포를 따른다면 검정통계량 ( X ~~-~~ μ0)/( Sn)

는 자유도가 (n-1)인 t분포를 따르므로 모평균 가설검정은 표 7.2의 선택기준에 서 표준정규분포 대신 t분포를 사용하여 다음과 같다. 단, 표본분산을 이용한 모 평균의 가설검정은 모집단이 정규분포를 한다는 가정이 필요하다.
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표 7.3 모평균의 가설검정

- 모표준편차 σ를 모르는 경우 (모집단이 정규분포)

| **가설의 종류** | **선 택 기 준** |
| --- | --- |
| 1) H0: μ = μ0 H1: μ > μ0  2) H0: μ = μ0 H1: μ < μ0  3) H0: μ = μ0 H1: μ≠μ0 | X - μ0  > t n-1;α 이면H0 기각  S  n  X - μ0  < -t n-1;α 이면H 0 기각  S  n      X - μ0  > t n-1;α/2 이면H 0 기각  S      n |

참고: 1)의 경우 H0: μ ≤μ0 로, 2)의 경우 H0: μ ≥μ0로 쓸 수 있다.

| [예 7.1] 남자 대학생 10명을 표본 추출하여 신장을 조사하니 다음과 같다. (단위 cm)172 175 178 182 176 180 169 185 173 177  모평균이 175cm 인지 아니면 이보다 큰지 유의수준 5%로 『eStatU』을 이용하여 가설검정하여 보자. | |
| --- | --- |
|  | 『eStat』에서 시트에 [그림 7.1]과 같이 데이터를 입력한 후 모평균 가설검정 아이콘 를 클릭하고 변량선택박스‘에서 ’분석변량‘을 V1 선택하면 데이터의 평균-신뢰구간 점그래프가 나타난다([그림 7.2]).    [그림 7.2] 데이터의 점그래프 및 평균신뢰구간  [그림 7.1] 데이터 입력  그래프 창 밑의 선택 창([그림 7.3])에서 ‘히스토그램’을 클릭하면 [데이터에 대한 히스토그램과 정규분포곡선이 출력되어 데이터가 정규분포인지 대략 검사할 수 있다. (11장에서 설명).    [그림 7.3] 모평균 가설검정의 선택사항 |
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|  | [그림 7.4] 히스토그램과 정규분포 곡선  선택 창에서 [그림 7.3]과 같이  = 170을 입력하고, 대립가설 형태를 우측검정, 유의수준을 5%로 선택하고 ‘ t 검정(Z)’ 버튼을 누르면 [그림 7.5]와 같은 검정통계량의 분포인 t 분포 그래프가 나타나고 결과저장창에 검정결과가 나타난다([그림 7.6]). 선택 창에서 Z 검정을 선택할 수도 있다. 이 경우에는 모표준편차 σ를 입력하여야 한다.    [그림 7.5] 모평균 가설검정 그래프  [그림 7.6] 모평균 가설검정의 결과 |
| --- | --- |
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| [예 7.2] 위의 [예 7.1]을 『eStatU』을 이용하여 가설검정하여 보자. | |
| --- | --- |
|  | 『eStatU』주메뉴에서 ‘가설검정: 모평균 ’를 선택하면 [그림 7.7]과 같은 화면이 나타난다. 여기에서 검정할 값  = 175를 입력하고, 두 번째 가설 우측검정을 선택하고, 표본자료를 입력한후 [실행] 버튼을 누르면 신뢰구간이 계산되고 [그림 7.8]과 같은 검정결과가 나타난다.  [그림 7.7] 『eStatU』모평균 가설검정 데이터 입력창  [그림 7.8] 『eStatU』모평균 가설검정 결과 |
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Ÿ 모집단의 분산을 가설검정하기 위한 예는 다음과 같다.

1) 한 자동차회사에 현재 볼트를 납품하는 부품회사의 볼트는 직경이 평균 7mm, 분산이 0.25라고 한다. 최근 경쟁회사는 자기회사의 볼트는 직경의 평균이 7mm, 분산이 0.16이라고 주장하면서 납품을 신청하고 있다. 과연 이 주장이 맞는지 어떻게 알아볼 수 있는가?

2) 작년도 대입 학력고사 수학점수의 분산이 100 이라 한다. 금년도 수학 문제가 작년보다 너무 쉽다고 한다. 학력고사 성적의 분산이 작년보다 작아졌는지 어 떻게 알아 볼 수 있나?

Ÿ 5장에서 표본분산( S2)의 분포는 모집단의 분산이 σ2인 정규분포를 따를 때 표본 의 크기가 n이라면 (n-1)S2/σ2은 자유도가 ( n-1)인 카이제곱분포를 하는 것을 알 았다. 이 이론을 이용하면 모분산에 대한 가설검정을 다음과 같이 할 수 있다.

표 7.4 모분산의 가설검정 - 모집단이 정규분포인 경우

| **가설의 종류** | **선 택 기 준** |
| --- | --- |
| 1) H0:σ2 = σ20: H1:σ2 > σ2o:  2) H0:σ2 = σ20 H1:σ2 < σ2o  3) H0:σ2 = σ20 H1:σ2≠σ2o | (n-1)S2  σ20 > χ2n-1 ;α 이면 H0 기각, 아니면 H0 채택  (n-1)S2  σ20 < χ2n-1 ;α이면 H0 기각, 아니면 H0 채택  (n-1)S2  σ20 > χ2n-1;α/2 또는 (n-1)S2 σ20 < χ2n-1;1-α/2 이면 H0 기각, 아니면 H0 채택 |

참고: 1)에서 H0:σ2≤σ2o으로, 2)에서 H0:σ2≥σ2o로 쓸 수 있다.

Ÿ 『eStat』이나 『eStatU』를 이용하면 쉽게 모분산의 가설검정을 할 수 있다.
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| [예 7.3] 남자 대학생 10명을 표본 추출하여 신장을 조사하니 다음과 같다. (단위 cm)172 175 178 182 176 180 169 185 173 177  모분산이 52인지 아닌지 유의수준 5%로 『eStat』를 이용하여 가설검정하여 보자. | |
| --- | --- |
|  | 『eStat』에서 시트에 [그림 7.9]와 같이 데이터를 입력한 후 모분산 가설검정 아이콘 를 클릭하고 ‘변량선택박스’에서 V1을 선택하면 [그림 7.10]과 같은 데이터의 점그래프와 (평균) ± (표준편차) 구간이 나타난다.  [그림 7.9] 데이터 입력[그림 7.10] 모분산의 가설검정에서점그래프와 (평균) ± (표준편차) 구간  그래프 창 밑의 선택창([그림 7.11])에서 σ20 = 25를 입력하고, 대립가설 형태를 우측검정, 유의수준을 5%로 선택하고 ‘ χ2 검정’ 버튼을 누르면 [그림 7.12]와 같은 가설검정 결과 그래프와 결과표([그림 7.13])가 나타난다.    [그림 7.11] 모분산 가설검정의 선택사항    [그림 7.12] 모분산 가설검정 결과 |
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|  | [그림 7.13] 모분산 가설검정 결과표 |
| --- | --- |

Ÿ 같은 예제를 『eStatU』를 이용하여 가설검정할 수 있다.

| [예 7.4] 위의 [예 7.3]을 『eStatU』을 이용하여 가설검정하여 보자. | |
| --- | --- |
|  | 『eStatU』주메뉴에서 ‘가설검정: 모분산 ’를 선택하면 [그림 7.14]와 같은 화면이 나타난다. 여기에서 검정할 값  = 175를 입력하고, 양측검정을 선택하고, 표본자료를 입력한후 [실행] 버튼을 누르면 신뢰구간이 계산되고 [그림 7.15]와 같은 검정결과가 나타난다.    [그림 7.14] 『eStatU』모분산 가설검정 데이터 입력창  [그림 7.15] 『eStatU』모분산 가설검정 결과 |
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Ÿ 모집단의 미지의 비율에 대한 가설검정이 필요한 몇 가지 예를 들어보자.

1) 금년도 대통령 선거에서 특정 후보의 지지율이 과연 50%를 넘을까?

2) 작년도 실업률이 7%이었다고 한다. 올해의 실업률은 높아졌는가?

3) 자동차 부속품 1만개를 배로 수입하는데 과거의 경험으로 보아 이중 2%가 불량품이었다. 이번에도 불량품이 2%일까?

Ÿ 표본의 크기가 충분히 클 때 표본비율(ˆp)의 표집분포는 평균이 모비율( p)이고 분 산이 p(1-p)/n 인 정규분포에 근사하게 된다. 따라서 대표본일 때의 모평균 가설 검정과 유사하게 모비율의 가설검정을 다음과 같이 할 수 있다.

표 7.5 모비율의 가설검정 - 대표본일 경우

| **가설의 종류** | **선택기준** |
| --- | --- |
| 1) H0: p=p0 H1: p>p0  2) H0: p=p0 H1: p<p0  3) H0: p=p0 H1: p≠p0 | ˆp-p0  p 0(1-p 0)/n> zα 이면 H0 기각, 아니면 H0 채택 ˆp-p0  p 0(1-p 0)/n< - zα 이면 H0 기각, 아니면 H0 채택 |ˆp-p0 p 0(1-p 0)/n|> z α/2 이면 H0 기각, 아니면 H0 채택 |

참고: 구간추정에서와 마찬가지로 대표본의 판정기준은 np0 > 5, n(1-p0) > 5 임. 1)에서 H0: p≤p0 로, 2)의 경우 H0: p≥p0 로 쓸 수 있다.

Ÿ 『eStatU』를 이용하여 모비율의 가설검정을 할 수 있다.
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| [예 7.5] 한 지역의 국회의원 선거여론조사를 지난달 실시한 결과 특정후보의 지지율이 60%이었다. 최근에 지지율에 변동이 있는지 알아보기 위해 100명을 단순임의추출하였더니 55명이 지지를 하였다. 특정후보에 대한 현재 지지율이 60%에서 변동이 있는지 유의수준 5%로 『eStatU』을 이용하여 가설검정하여 보자. | |
| --- | --- |
|  | 『eStatU』주메뉴에서 ‘가설검정: 모비율 p’를 선택하면 [그림 7.16]과 같은 화면이 나타난다. 여기에서 검정할 값  = 0.6을 입력하고, 양측검정을 선택하고, 유의수준을 선택한 후, 표본크기 n = 100와 표본비율 = 0.55를 입력한 후 [실행] 버튼을 누르면 신뢰구간이 계산되고 [그림 7.17]과 같은 검정결과가 나타난다.  [그림 7.16] 『eStatU』의 모비율 가설검정 데이터 입력  [그림 7.17] 『eStatU』를 이용한 모비율 가설검정 결과 |
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Ÿ 지금까지 알아본 가설검정은 보수적 의사결정 방식이므로 귀무가설을 충분한 반 대근거가 없는 한 지키려는 사실, 대립가설을 새로운 사실로 하여 1종오류(귀무 가설이 참인데도 기각하는 오류)의 확률( α)을 작게 하는 선택기준을 만들었다. 따라서 2종오류의 확률( β)은 선택기준에 전혀 고려되지 않았다. 하지만 때때로 어느 사실을 귀무가설로 하고, 어느 것을 대립가설로 정해야 하는지가 애매한 경 우가 있으며, 문제에 따라서 두 종류의 오류가 모두 현실적으로 중요하여 동시에 고려해야 할 때가 있다. 이 때 만일 표본의 크기를 분석자가 정할 수 있다면 α와 β를 같이 고려하는 가설검정을 할 수 있다.

**β와 검정력**

Ÿ 『eStatU』를 이용하여 2종오류의 확률을 구하여 보자.

| [예 7.6] 모평균의 두 가설     ,      이 있을 때 모표준편차는 σ = 200, 표본의 크기는 n=30 이다. 유의수준이 5%일 때 2종오류 를 『eStatU』를 이용하여 구하여 보자. | |
| --- | --- |
|  | 유의수준이 5%일 때 가설의 선택기준은 다음과 같다. ‘ X < 1500 + (1.645)   = 1560.06 이면 H0 기각, 아니면 H0 채택’  따라서 ‘ H1 이 참인데 H0 가 맞다’라고 하는 2종오류의 확률은 다음과 같다.   = P ( < 1560.06 ∣ H1 이 참일 때)  = P (( -1600)/(200/ 30) < (1560.06-1600)/(200/ 30) ) = P ( < -1.09) = 0.137  『eStatU』에서 ‘가설검정  실험:   계산’을 선택하면 [그림 7.18]과 같은 화면이 나타난다. 여기에서   ,   , ,   ,   를 입력하고 [실행] 버튼을 누르면  가 계산되고 [그림 7.19]와 같은 실험 창이 나타난다. 여기에서 , , 을 변화시키며 의 변화를 관찰할 수 있다.  [그림 7.18] 『eStatU』  계산을 위한 데이터 입력 |
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|  | [그림 7.19]  의 변화 실험 창 |
| --- | --- |

Ÿ 일반적으로 두 가설검정에 대한 판별력 비교에는 대립가설이 참일 때 이 대립가 설을 맞을 확률인 검정력(power of test)이 이용된다.

검정력 = 1 - (2종오류의 확률) = 1 - β

검정력이 크면 가설검정의 판별력이 커진다. 이러한 2종오류의 확률과 검정력을 임의의 대립가설 H1: μ=μ1 에 대해서 구할 수 있는데, 검정력 1 - β 는 μ1의 값이 변함에 따라 다른 값을 가지므로 μ1에 대한 함수이다. 이![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8LAwAI5gLzKCk9dQAAAABJRU5ErkJggg==) 함수를![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8zAwAI5ALyxyYyuAAAAABJRU5ErkJggg==) (power function)라고 한다.

**α와 β 가설검정**

Ÿ 만일 표본의 크기가 미리 정하여져 있지 않고 분석자가 정할 수 있다면 α와 β를 원하는 수준으로 하는 가설검정을 할 수 있다.
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| [예 7.6] 가설검정 H0: μ=1500, H1: μ=1570 에서 1종오류의 확률( α)을 5%, 2종오류의 확률( β)을 10%로 하는 표본의 크기와 이때의 선택기준을 『eStatU』를 이용하여 구하여 보자. 모표준편차는 σ = 200이라고 가정하자, | |
| --- | --- |
|  | 표본의 크기를 n 이라 하고 임계값을 C 라고 할 때, 1종오류와 2종오류의 확률은 정의에 의해 다음과 같다.   = P( X > C ∣ H0 가 참일 때)   = P( X < C ∣ H1 이 참일 때)  표본평균의 표집분포이론에서 H0 가 참일 때는 X의 분포는  이고, H1 이 참일 때는 X의 분포는 이다. 따라서 α = 0.05, β = 0.10, z0.05 = 1.645, z 0.90 = -1.280 이므로 다음 두 식이 성립된다.  C = 1500 + 1.645 × (200/ n)  C = 1570 - 1.280 × (200/ n)  위의 두 식은 미지수가 n 과 C 인 연립방정식이므로 해를 구하면 n= 69.8, C = 1539.4 가 된다. 즉, 표본의 크기는 대략 70이고, 선택기준은 다음과 같다.  ‘ X > 1539.4 이면 H0를 기각하고, 아니면 H0 채택’  『eStatU』에서 ‘가설검정  실험:   계산’을 선택하면 [그림 7.20]과 같은 화면이 나타난다. 여기에서   ,   ,  , ,   ,   를 입력하고 [실행] 버튼을 누르면  가 계산되고 [그림 7.21]과 같은 실험 창이 나타난다. 여기에서 , , 를 변화시키며  의 변화를 관찰할 수 있다.  [그림 7.20] 『eStatU』   계산을 위한 데이터 입력  [그림 7.21] 『eStatU』   계산을 위한 실험 창 |